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Abstract— JPL is currently developing the multi-angle

spectro-polarimetric imager (MSPI), targeted for the Aerosol-

Cloud-Ecosystems (ACE) mission, as defined in the National

Academies 2007 Decadal Survey. In preparation for the

space-based instrument, the MSPI team has built two incre-

mental camera systems (Ground- and Air-MSPI) to gain im-

proved understanding of the proposed architecture. Ground-

MSPI is a gimballed instrument used primarily for station-

ary observation and characterization of the imager and optics.

The ER-2 based Air-MSPI operates in a step-and-stare mode,

providing multi-angle imaging of a static target. This mode-

of-operation simulates the observation scenario of the final

space instrument.

Physically, MSPI is a pushbroom camera with a specialized

frontend. Before imaging, light entering the camera passes

through a pair of photoelastic modulators and a set of pattern

polarizers. These optical elements act on the light to make

polarimetric extraction computationally feasible. Calculat-

ing polarimetric parameters from the imager’s data stream

requires a real-time least-squares computation that produces

coefficients of a truncated time-series expansion of the im-

age. As reported in [1][2], the data processing algorithm can

operate in real-time on a Xilinx Virtex-5 FPGA. Moving be-

yond verification with an onboard data source, the algorithm

has been validated on a commercial development board in-

terfaced with the ground camera. In addition, the algorithm

has been instantiated within the Air-MSPI electronics board’s

FPGA, and in situ first-light has been achieved.
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1. INTRODUCTION

The Earth Sciences Decadal Survey identifies a multiangle,

multispectral, high-accuracy polarization imager as one re-

quirement for the Aerosol-Cloud-Ecosystem (ACE) mission.

JPL has been developing a Multiangle SpectroPolarimetric

Imager (MSPI) as a candidate to fill this need. A key tech-

nology development needed for MSPI is on-board signal pro-

cessing to calculate polarimetry data as imaged by each of

the 9 cameras forming the instrument. With funding from

NASA’s Advanced Information Systems Technology (AIST)

Program, JPL is solving the real-time data processing re-

quirements to demonstrate, for the first time, how signal data

at 95 Mbytes/sec over 16-channels for each of the 9 multi-

angle cameras in the spaceborne instrument can be reduced

on-board to 0.45 Mbytes/sec. This will produce the inten-

sity and polarization data needed to characterize aerosol and

cloud microphysical properties. Using the Xilinx Virtex-

5 FPGA we have implemented a least squares fitting algo-

rithm that extracts intensity and polarimetric parameters in

real-time, thereby substantially reducing the image data vol-

ume for spacecraft downlink without loss of science informa-

tion[1].

The MSPI project consists of three phases: Ground-MSPI,

Air-MSPI, and Space-MSPI. Ground-MSPI is a ground-

based camera demonstration focused on characterizing the

imager optics and performance. Air-MSPI is an updated ver-

sion of the ground system which has flown on an ER-2 air-

craft in Sept. 2010. Lessons learned from the ground- and

air-based demonstrations will be used in the design of the

satellite-based Space-MSPI instrument. We have developed

a modular demonstration system to test and verify the real-

time processing of the FPGA-based on-board processing sys-

tem first with simulated data, then with ground camera input

via a Camera Link interface, and finally with the Air-MSPI

camera system.
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2. MSPI BACKGROUND

MSPI Camera Systems

The Multiangle SpectroPolarimetric Imager (MSPI) is an

instrument concept in development at JPL to produce a

highly accurate multiangle-multiwavelength polarimeter to

measure cloud and aerosol properties as called for by the

Aerosol-Cloud-Ecosystem (ACE) Tier-2 mission concept in

the Decadal Survey. Light-cloud/aerosol interactions affect

the polarization properties of the light—this polarimetry can

be used as a proxy to estimate aerosol refractive index and

particle size variances, which are then used as inputs to cli-

mate models.

This instrument has proposed 9 cameras (8-fixed and 1-

gimballed), each of which must eventually process a raw

video signal rate around 95 Mbytes/sec over 16-20 channels

for space flight. A key technology development needed for

MSPI is on-board processing to calculate polarimetry as im-

aged by each of the 9 cameras forming the instrument.

MSPI is being developed [3] as a follow on to the Multi-angle

Imaging SpectroRadiometer (MISR) [4], that has been op-

erating since 2000 aboard NASA’s Terra satellite. The first

MSPI camera system developed is called LabMSPI consist-

ing of a single 660-nm spectral band with channels having 0◦

and 45◦ polarizers, and no polarizer. LabMSPI was later up-

graded to a multi-band version now known as Ground-MSPI.

The spectral bands of the Ground-MSPI camera are 335, 380,

445, 470, 555, 660, 865, 935 nm where the bands at 470, 660

and 865 nm are polarimetric.

Figure 1. The assembled LabMSPI 660-nm camera (left),

and the Ground-MSPI multiband camera deployed outdoors

for field experiments at JPL (right).

Air-MSPI is a current NASA Instrument Incubator Program

(IIP) development at JPL (D. Diner, PI) which has flown

the customized airborne instrument twice in Sept. 2010 on

NASA’s ER-2 high altitude aircraft. A comparison of MISR

and planned MSPI characteristics is summarized in Table 1.

The end-to-end real-time data processing results presented in

this paper were achieved with the Ground-MSPI camera.

Table 1. Instrument specification comparisons [5]

MSPI Polarization Measurement

In the MSPI design, a dual photoelastic modulator (PEM) as-

sembly is integrated into a polarization-preserving 3-element

reflector to provide both intensity and polarization imaging

(Figure 2). A miniaturized focal-plane assembly consisting

of spectral filters and patterned wire-grid polarizers provides

color and polarimetric selection. A custom CMOS array with

specialized signal acquisition, readout, and processing elec-

tronics captures the radiometric and polarimetric information.

Figure 2. Side view of 3-mirror camera design with inte-

grated dual-PEM [1]

The two photo-elastic modulators (PEMs) are included in the

MSPI optical path to modulate the polarization of the trans-

mitted light in order to achieve high accuracy in the degree

of linear polarization (DOLP). One full cycle of the modu-

lated polarization signal occurs in the time of one 40-msec

frame, set by the difference frequency of the two PEMS. Each

cycle of the modulation must be oversampled to create a hi-

fidelity digital representation of the polarization components.

The baseline is to sample the modulation 32 times per frame

thereby creating 32 sub-frames per frame. Compared to the

currently operational EOS Mission’s MISR cameras, each

with 4 spectral channels, the raw video data rate that must

be handled by MSPI is increased by a factor of 256 (32x due

to oversampling; 4x due to expansion of the number of chan-

nels, and 2x due to correlated double sampling to suppress

read noise in the Si-CMOS readout).

For a complete mathematical treatment of the MSPI OBP al-

gorithm, see [3][5]. IEEE Aerospace Conference papers from
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2009 and 2010 provide a concise overview of the algorithm

with an emphasis on implementation details [1][2]. Summary

information is provided here so that it can be related to the re-

sults presented in Section 4.

One of the goals of the MSPI instrument is to calculate po-

larimetric information about a target scene. The Stokes vector

〈I,Q, U, V 〉 is used to describe the polarization state of inci-

dent light, where I is the intensity, Q and U quantify linear

polarization at 0◦ and 45◦, and V quantifies circular polariza-

tion. The particular quantities of interest are functions of the

Stokes vector components, namely: DOLP, which is defined

as:

DOLP =

√
(Q/I)

2
+ (U/I)

2
=

√
q2 + u2

and the associated angle of linear polarization (AOLP), de-

fined as:

AOLP =
1

2
tan−1 (u/q)

where the normalized Stokes parameters are q = Q/I and

u = U/I .

The uncertainty specification on DOLP of ≤ 0.5% is the

most challenging aspect of the MSPI design. The MSPI cam-

era measures intensity, I , at several wavelengths in the range

shown in Table 1. Q and U are measured in a subset of the

bands. The design takes advantage of the fact that the relative

measurements q and u can be obtained with higher accuracy

than Q or U [3].

MSPI On-Board Processing Implementation

Ground- and Air-MSPI data acquisition is performed with a

CameraLink frame grabber. Incoming data is time stamped

and stored on an array of parallel hard disks. Ground- and

Air-MSPI data reduction via the described algorithm is ap-

plied in ground data processing. However, for the Space-

MSPI instrument this image data processing must be done

on-board the instrument prior to spacecraft downlink due to

on-orbit bandwidth constraints to the Earth-based ground sta-

tions.

A single 16-channel MSPI camera (one of nine) must pro-

cess 95 Mbytes/sec of raw video data. A computationally in-

tensive linear least-squares algorithm must also be applied to

perform data reduction for video processing of the signal out-

put from the photo-detector array. The result of the on-board

processing algorithm is the reduction of dozens of samples

acquired during a 40-msec frame to five parameters. Averag-

ing cross-track and along-track pixels to reduce spatial reso-

lution achieves further data reduction.

We have developed an FPGA-based hardware/software co-

processor system to implement the algorithm on a Xilinx

Virtex-5 FPGA with embedded PowerPC440 processor [1].

In general, the algorithm used to process the polarization

channels involves the following steps:

• In hardware, de-multiplex the incoming data stream. Use

ancillary information provided about the PEM amplitudes

and phases, and time stamps of the subframes within each

frame to calculate a set of basis functions.

• In software, create the polarization measurement matrix B,

comprised of the sampled basis functions, and calculate its

pseudoinverse W.

• Load the W operator into hardware, and then apply it to the

sampled measurements using matrix multiplication to retrieve

the desired polarization parameter estimates.

The basis functions are analytic expressions (consisting of

trigonometric and Bessel functions) of PEM and timing prop-

erties: mean retardance amplitude, amplitude difference, the

PEM average and difference frequencies, and the integration

interval durations and sample locations within the frame.

The implementation of the MSPI OBP algorithm can be

thought of as a self-updating multiply-and-accumulate pro-

cess (which has critical hardware and software components).

The processor accepts an input data stream that has been de-

fined by the MSPI electronics and science data teams. The

data stream is made up of packets of data; each packet cor-

responds to a simultaneous sampling of an entire row from

the imager. Within each packet are three distinct sets of data:

pixel information directly captured from the camera, phase

information describing the relative temporal location of the

sample within a low frequency PEM oscillation, and ancil-

lary data—including debugging information, state variables

describing the PEMs, etc.

3. GROUND-MSPI DEMO SYSTEM

The path to ultimately integrating the MSPI data processing

cores and software into the ground-based camera system and

eventually the airborne camera system is based on progres-

sively demonstrating important milestones. This ensures that

major errors are caught early and leaves room for making de-

sign changes based on the performance of incremental builds.

Therefore, we have defined a 3-phase development effort. In

Phase 1 we generated pseudo-random input data to validate

our OBP algorithm design and implementation on the Xilinx

ML507 FPGA development board.

Figure 3 shows a block diagram representation of our Phase 2

demonstration system where we replace the pseudo-random

input data with an interface to the actual Ground-MSPI cam-

era to validate real-time images. The color key for Figure 3

(and later Figure 9) is: blue indicates hardware/firmware, yel-

low is software, green borders are complete modules.

Key Development Board Components

The Xilinx ML507 Virtex-5 FXT FPGA Development Board

hosts several key components to the Ground-MSPI demo sys-

tem including the primary design element of the OBP algo-

rithm labeled MSPI Data Processing, the DMA/TCP/Ethernet

cores, and the custom software environment called uShell.
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Figure 3. Ground-MSPI Demo System Block Diagram

MSPI Data Processing—The MSPI Data Processing block re-

lies on floating-point matrix multiplication implemented from

logic resources on the Virtex-5 FPGA. The V5FXT contains

many embedded RAM blocks (BRAM) and dedicated hard-

ware multipliers (DSP48), which are required for this real-

time computation [6]. In our design, the logic surrounding

BRAM blocks and DSP48 slices is running at 100 MHz, pro-

viding a high-speed link between these specialized FPGA re-

sources and the rest of the system.

DMA/TCP/Ethernet—The DMA engine was developed in or-

der to support Ethernet-based real-time data transfer from

the FPGA to a host computer. This transfer mechanism was

necessary in order to demonstrate an end-to-end integration

of the OBP component to the Ground-MSPI camera system.

Processed data is sent into a buffer space in main memory via

the DMA engine without utilizing the CPU, which is busy

with computing parameter updates. Once the buffer space is

sufficiently filled, the CPU packetizes the processed data into

TCP/IP packets utilizing the Lightweight TCP/IP Stack [7].

The packetized data is then sent to the Ethernet core and put

on the Ethernet wire.

uShell—uShell is a minimalist, extensible shell for Xilinx Vir-

tex PPC-class and Microblaze microprocessors that was de-

veloped for our demo system, but has wide reaching applica-

tion to other similar systems [8]. When designing the soft-

ware portion of the MSPI processor, we wanted to be able

to control the device at several levels of granularity. uShell

allows a user to call any of a number of parameterizable user-

defined functions using a familiar-looking command-line in-

terface. This permits the user to run tests and demonstra-

tions on the platform without having to remember strange

key sequences, use terse shortcuts, worry about typing mis-

takes, or hardcode parameter values. uShell provides a set of

useful functions that any design may benefit from (e.g. list

devices, memories, and functions, memory and device I/O),

plus allows the user to add as many new commands as he/she

desires. Plus, since the commands are parameterizable (us-

ing the exact same C-based command-line parameter idiom

found in Unix systems), the user does not need to write sev-

eral functions to exercise hardware with different parameter

values. In addition, since many hardware peripherals instan-

tiated in FPGAs have reasonably simple register-mapped I/O

interfaces, the engineer can edit and view hardware parameter

settings at any time without stopping the processor.

Ground-MSPI Camera Interface

Prior to connecting to the Ground-MSPI camera, we worked

on validating CameraLink data capture into the Xilinx

ML507 FPGA development board. This setup is shown in

Figure 4. We used a CameraLink simulator to generate con-

figurable frame patterns at a rate that is specified for the

Ground-MSPI camera. CameraLink data was de-serialized

using a breakout box and fed directly into the development

board (hosting the Virtex-5 FPGA).

Figure 4. Demo System Hardware (ML507 and CameraLink

Decoder)

Once this interface was verified, we substituted the

CameraLink simulator with the Ground-MSPI camera (Fig-

ure 5). The OBP algorithm running on the FPGA performed

real-time data processing of raw imagery from the Ground-

MSPI camera and then transferred the derived polarization

parameters to the host PC (via Ethernet) for display and plot-

ting using Matlab.

4. GROUND-MSPI VALIDATION RESULTS

These results were recently presented at the Earth Science

Technology Forum (ESTF 2010). To demonstrate the func-

tionality of the OBP algorithm operating on the Ground-

MSPI camera images, we performed two experiments:

1. Cover a portion of the camera aperture to see the estimated

intensity, I, decrease.

2. Rotate a linear polarizer in front of the aperture to see the

effect on estimated AOLP.
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Figure 5. Ground-MSPI Demo System Configuration

Figure 6 shows three overlaid snapshots from the first exper-

iment. In this experiment, we began data capture with the

aperture unblocked, then covered a portion of the aperture

with a block, then passed a narrow obstruction across the en-

tire aperture.

Figure 6. Ground-MSPI Intensity

The first snapshot (blue) is of the unblocked aperture. This

shows the nominal camera intensity estimate. Evidently,

when the camera images a light source, the image intensity is

around 8×104. The second image (green) shows the intensity

after covering the left side of aperture with a block. Clearly,

this is visible in the processed data, since the image intensity

drops to about 5 × 103. The third snapshot (red) is with the

narrow obstruction in front of the aperture. This also shows

the correct behavior, since the intensity is at the blocked level

near the obstruction and at the nominal level away from the

obstruction. Thus the experimental results agree with the ex-

pected results.

Figure 7. Ground-MSPI AOLP

Figure 7 shows two snapshots from the second experiment. In

this experiment, we began data capture with a linear polarizer

between the camera and light source oriented in an arbitrary

direction. Midway through the data collection we rotated the

polarizer to a different orientation, approximately 90 degrees

from the initial state. The blue data shows the computed angle

of polarization at the beginning of data collection, and the red

data shows the same quantity after rotation. The experimental

results match exactly with our expectation.

5. AIR-MSPI DEMO SYSTEM

The Ground-MSPI electronics has a two-board configura-

tion that includes a Focal Plane Assembly (FPA) and a Data

Recovery Board (DRB), each with a Spartan-3 FPGA. To

demonstrate OBP of the Ground-MSPI images we simply in-

tegrated the ML507 development board (with the OBP FPGA

algorithm) at the end of the image data stream. The Air-MSPI

Electronics has a single Focal Plane Control & Processing

(FPCP) board with a military grade Virtex-5FX70T FPGA

to enable OBP path-to-flight for ACE (Figure 8). For this

demonstration we integrate our OBP algorithm with the rest

of the Air-MSPI operational FPGA code for execution on the

single device.

For Phase 3 of the demo system, in order to integrate the

MSPI OBP algorithm with the Air-MSPI camera system,

most of the system level components in the Phase 2 demo

are removed (refer to Figure 3). These components are only

helpful in validating processed data and are not needed in the

final airborne system. We introduce the following elements in

Phase 3: FPA Data Acquisition, Data Output, and On-Board

CameraLink Encoder IC and Capture Card (Figure 9).

Air-MSPI input data to the MSPI OBP hardware requires

a custom data acquisition frontend. We replaced the

CameraLink data capture logic from the Ground-MSPI

demonstration with direct data capture from the FPA con-

5



Figure 8. Air-MSPI FPCP Board. The Virtex-5 FPGA is in

the center of the board under the fan.

Figure 9. Air-MSPI Demo System Block Diagram

troller core. The processed output data is sent to an off-FPGA

on-board CameraLink encoder for streaming to recording

units. To implement the data output interface of this demo

system we purchased & installed a Camera-Link PCI frame

grabber card (EDT PCI DV C-Link). Configuration &

data capture is performed using the vendor-provided driver

and software API. First a Camera-Link simulator was pro-

grammed to output MSPI-format data to successfully cap-

ture data using the card with custom software. Then we

replaced the Camera-Link simulator with a stand-alone Air-

MSPI FPCP board and again captured MSPI-format data us-

ing the frame grabber card. Lastly data acquisition software

was written to grab and format CameraLink data on the PC.

6. AIR-MSPI ON-BOARD PROCESSING
STATUS

In preparation for the ER-2 flight, the FPCP board has been

validated in the Air-MSPI camera system for all nominal op-

erations that do not include on-board processing. We have

integrated the nominal operation FPGA code with our OBP

algorithm on a stand-alone Air-MSPI FPCP board to demon-

strate real-time data reduction as will be required in the

Space-MSPI system. All that is left is to validate the end-to-

end demo system by demonstrating OBP on the FPCP board

that is integrated in the Air-MSPI camera system (Figure 10).

Very recently we migrated the OBP algorithm into the FPGA

on the Air-MSPI electronics board. After integrating this

component with the existing design—which was used to suc-

cessfully collect raw image data on two ER-2 flights in Sept.

Figure 10. The Air-MSPI Camera

2010—we achieved first-light, as seen in Figure 11. The

image shows a time-series (with increasing time downward)

readout of processed data. In the middle of the data collec-

tion, the aperture of the camera was blocked, then later un-

covered. This action can be seen in the data as the appearance

and subsequent disappearance of dark bands.

Figure 11. Air-MSPI OBP First Light

The image was captured using software that displays 16-bit

integer values as gray-scale intensities. The algorithm’s out-

put is a collection of 32-bit floating point numbers, which

are then each broken into two 16-bit integers by the frame-

grabber software. Although the displayed image has no phys-

ical meaning, the distinct change that corresponds exactly

with the aperture obstruction shows that the camera electron-

ics and OBP algorithm are operating on real pixel data.

7. FUTURE WORK

There are two tasks remaining to finalize the OBP algorithm

implementation for MSPI. One is driven by a recent camera

design change in pixel-readout timing. The other is due to fu-

ture considerations for the Space-MSPI camera system where

we will use the Xilinx Virtex-5 SIRF3 device. Xilinx has dis-

abled the PowerPC440 (PPC440) in the SIRF part and so we

will replace the current PPC440 implementation with a Mi-

croblaze soft-core processor. For Air-MSPI we maintain the

PPC440 version of the algorithm.

Mode C Operation

Pixel-readout timing is quasi-static in the Ground-MSPI cam-

era (known operationally as Mode A), but will be changing

on a per-frame basis in the Air-MSPI camera. Therefore, we

3SIRF = SEU Immune Reconfigurable FPGA
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need to alter the current OBP implementation to handle this

new mode of operation called Mode C. Figure 12 shows the

image frame timing parameters. In Mode A sub-frame sam-

ple times are fixed within a frame. In Mode C the sample runs

freely.

Figure 12. MSPI Frame Timing

The time difference between two sub-frames is constant

within a frame in Mode A, but not across frame bound-

aries, whereas it is constant both within and across frames in

Mode C. To implement the change from Mode A to Mode C

there are two consequences for the processor. First, the num-

ber of sub-frames per frame is variable. Second, sub-frame

timestamps are no longer quasi-static such that the basis func-

tions must be updated every frame.

The way we solve this is to create a calibration function that:

1. Samples sub-frame sample times for a frame

2. Computes a set of basis functions

3. After computation, grabs another set of sub-frame sample

times and computes the sample time difference

4. Repeat 1-3 and averages the sample time deltas

The idea is that if the instrument is quasi-static, then we can

use this approximately fixed average time delta to predict the

sub-frame sample times 2-3 frames ahead of the existing sam-

ple times, compute the basis functions based on those pre-

dicted values, and then load those into the processor.

For Mode A operation, we use the fact that the sample times

are fixed. This means that we only need to grab a set of time

stamps, compute the basis functions for that set, then load

those into the processor. With fixed timestamps, it doesn’t

matter that we’re using “incorrect” timestamps, because the

internal control loop guarantees that the drifts are slow rela-

tive to our processing timescale.

Microblaze Soft-Core Processor

A MicroBlaze instantiation was selected to replace the

PPC440 in the Xilinx Virtex-5 SIRF device because it uses

the same buses to interface with logic making it easy for us to

port from the PPC440, and it has an optional FPU that is re-

quired for pseudo-inverse computation in the OBP algorithm.

The key differences between the PPC440 & MicroBlaze are:

• PPC440 is a hard-core; MicroBlaze is a soft-core, taking

up FPGA resources

• PPC440 maximum frequency is 550 MHz; MicroBlaze is

250 MHz

• PPC440 has built-in cache support; MicroBlaze uses

BRAM resources for cache

• PPC440 is a superscalar processor capable of multiple in-

structions per cycle; MicroBlaze is single issue

Fortunately, the differences listed above do not pose any chal-

lenges for our design.

8. CONCLUSION

JPL has been developing a Multiangle SpectroPolarimetric

Imager (MSPI) to fulfill hardware needs for the Aerosol-

Cloud-Ecosystem (ACE) mission. As part of meeting the

real-time data processing requirements to demonstrate that

signal data at 95 Mbytes/sec over 16-channels for each of the

9 multiangle cameras in the spaceborne instrument can be re-

duced on-board to 0.45 Mbytes/sec, JPL is working on the

Xilinx Virtex-5 FPGA platform. Using this platform, a po-

larimetric processing least-squares fitting algorithm is under

development to meet MSPI’s on-board processing require-

ments. This paper presents the results of on-board process-

ing of Ground-MSPI camera images using the Xilinx Virtex-

5 FPGA and current Air-MSPI integration status. We imple-

mented a least-squares fitting algorithm that extracts intensity

and polarimetric parameters in real-time, thereby substan-

tially reducing the image data volume for spacecraft downlink

without loss of science information. Using our demonstra-

tion systems for the Ground-MSPI camera, we performed two

validation experiments. The results from these experiments

show that the OBP algorithm is processing image data cor-

rectly. Additionally, we have acquired first-light for the pro-

cessing algorithm running onboard the Air-MSPI electronics

board that shows end-to-end data flow.
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